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ABSTRACT

Detecting suspicious lesions in medical imaging is the important first step in computer-aided detection (CAD)
systems. However, detecting abnormalities in breast tissue is difficult due to the lesion’s varying size, shape,
margin, and contrast with the background tissue. We focused on mass segmentation, a method that provides
notable morphological features by outlining contours of masses. Accurate segmentation is crucial for correct
diagnosis. Recent advancements in deep learning have improved object detection and segmentation, and these
techniques are also being applied to medical imaging studies. We focused on U-net, which is a recently developed
mass segmentation algorithm based on a fully convolutional network. The U-net architecture consists of (1) a
contracting path to increase the resolution of the output and (2) a symmetric expanding path to better locate
the region of interest. The performance of a U-net model was tested with 63 digital mammograms from INbreast,
a publicly available database. We trained the model with images resized to 40x40 pixels and conducted 10-fold
cross-validation to prevent overfitting. The model’s performance with respect to breast density and the lesion’s
BI-RADS rating was also investigated. Dice coefficients (DC) were used as a performance measure to compare
the predicted segmentation of the model with the ground truth. Logistic regression and an analysis of variance
were performed to determine the significance of the DCs with regards to breast density and lesion behavior and
to calculate the 95% confidence interval. The average DC was 0.80. The difference between DCs for BI-RADS 2
and 4c and for BI-RADS 2 and 5 were significant, suggesting that the model has more difficulty in segmenting
benign lesions.
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1. INTRODUCTION

Breast cancer is the most commonly diagnosed cancer among women worldwide.' ? If breast cancer is detected
early, the 5-year survival rate of the patient is around 99%, but in the case of metastasis, the rate drops to 27%.%4
Therefore, early detection, diagnosis, and treatment are the keys to enhancing the survival rate of breast cancer
patients.” Mammography is a method of imaging that utilizes a low dose X-ray system to provide two kinds of
examinations.® Screening mammography is a type of examination performed using mammography as a means
of early detection of breast abnormalities.®7 After a mammogram is taken, a radiologist analyzes the images to
identify any suspicious lesions. However, this task can be difficult due to mammograms having a low contrast.5
High breast density can also mask the presence of suspicious tumors. As a result, computer-aided detection
(CAD) systems have been developed to enhance the accuracy of lesion detection by suggesting a second opinion
to radiologists.®°

Mass segmentation is crucial in CAD systems because it outlines the contours of potential masses to provide
key morphological features.!»? The margin and shape of breast masses can be found with mass segmentation to
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determine the malignancy of abnormalities. If the breast mass is regular in shape, it is most likely benign. When
the breast mass has an irregular margin, it is most likely malignant. Therefore, accurate mass segmentation is
necessary for better classification of breast masses. However, mass segmentation is a difficult task for various
reasons, such as ill-defined boundaries of masses. Traditional segmentation methods require the fine-tuning of
many parameters like thresholds and the manual curation of features, so the results are not very stable. Moreover,
traditional methods have challenges in achieving the automatic end-to-end precise segmentation of breast masses.
Therefore, segmentation results obtained from traditional methods are not very ideal.'®

With the recent development of deep learning (DL) techniques, the field of medical imaging has also pro-
gressed.* 1! DL-based methods use convolutional neural networks (CNN) to obtain meaningful features from
the training data and have had promising results. CNN can automatically learn local area features and high-
level abstract features through multi-layer network structures which is usually better than manual extraction.?
However, CNN-based mass segmentation uses an image block around a pixel as the network input to classify,
which results in low calculation efficiency due to repeated convolution calculation during training and predict-
ing.!? Ronneberger et al. proposed a more elegant segmentation method called U-net, which is based on a fully
convolutional network.'® The U-net architecture consists of a contracting path to capture context and increase
the output’s resolution and a symmetric expanding path to improve the lesion’s localization.'® In this study, we
evaluate the performance of a general U-net model using digital mammograms from a publicly available database.
Reviews of the traditional and latest techniques of breast tumor segmentation are reviewed in Section 2, and the
dataset and models utilized in this study are reviewed in the first part of Section 3.

For this study of the automatic segmentation of breast abnormalities, we concentrated on how the segmen-
tation performance differs if the subtlety of the tumor region, breast density, and characteristic of the mass
changes. In this paper, we made comparisons of the performance of tumor segmentation with respect to breast
density and the behavior of tumors as categorized by Breast Imaging Reporting and Data System (BI-RADS)
ratings. The study design and evaluation methods are reviewed in Section 3, and the performance scores and
confidence intervals are reported in Section 4. Lastly, the discussion and future directions of the study are in
Section 5.

2. REVIEW

Image segmentation is the process of partitioning an image into multiple segments in digital image processing and
computer vision.'* The purpose of image segmentation is to change the representation of images into meaningful
objects to simplify the analysis. Segmentation to breast imaging and digital mammography is applied widely for
several purposes, such as detecting breast contour!'® and identifying pectoral muscle from the mediolateral oblique
(MLO) view.' In this paper, we are focusing on distinguishing cancerous regions in the images. Segmenting
suspicious regions from digital mammograms is essential for the automatic detection and diagnosis of breast
cancers for better feature extraction and fast computation.'”

Suspicious lesion segmentation from the region-of-interest (ROI) of the mammogram has a long history
since the emergence of computerized, digital imagery to medical imaging. Thresholding is the primary and
most common approach.'® The method is based upon the characteristic that the pixel intensity of suspicious
objects is higher than that of background pixels. Edge detection based on convolution with the mathematical
morphological filters such as Sobel operators'? is another traditional approach.2’ Such operators work better
if the contour and shape of the tumors are apparent and simple. However, those traditional techniques do not
perform well if the tumor region is ambiguous. Most breast abnormalities do not exhibit such clarity; thus, the
related researches focus on establishing robust methods to handle such complexity. Active contour model?! is
another leading technique of image segmentation applied to breast imaging. The active contour models utilize
energy functions and constraints to morph and deform a set of connected components and move the components
slowly, deforming itself towards the object boundaries.

The emergence of deep learning (DL)?? and convolutional neural networks (CNN)?3 suggests solutions to
complex image processing tasks, including image segmentation. A fully convolutional network (FCN)!? is another
kind of CNN. The last fully connected layer is substituted by another convolution layer with a large receptive
field, capturing the global context of the image. Mask R-CNN consists of two networks; the first one utilizes the



FCN layers to generate image masks, then the second network identifies the objects in the image region. Mask
R-CNN was also applied to breast tumor detection and segmentation and reported superior performance. In
this paper, we adopted a U-net,'? built upon the concept of the FCN, but applied multiple upsampling layers to
achieve finer details of segmentation.

3. METHODS
3.1 Dataset

The INbreast dataset contains 115 cases, where 90 cases are of women with lesions on both breasts and 25 cases
are of mastectomy patients.?* Images are from the breast center at the Sdo Jodo Universitary Hospital Center
in Porto, Portugal. The images are captured with MammoNovation Siemens full-field digital mammography
containing a solid-state detector of amorphous selenium. There are 116 masses in total, with the sizes ranging
from 15 mm? to 3689 mm?2.° The pixel size of the mammograms is 70 pm, and the bit depth is 14-bit. The
masses are annotated by a specialist with the lesion type and detailed contours for each mass. Calcification
lesions were excluded because this study focused on mass segmentation. We used images where we could obtain
the lesion in the center of the ROI. Images with lesion width or height greater than 512 pixels were also excluded
because the ROI will be filled with the lesion, thus having no meaning for segmentation. As a result, we extracted
63 ROIs of 512x512 pixels for the study.

3.2 U-net

U-net is a family of fully convolutional networks developed for object segmentation of digital images. The
structure of U-net consists of a contractive downsampling path followed by an expansive upsampling path.? It
uses the high-resolution information of lesions obtained by the shallow layer and supplies the missing detailed
spatial information during the upsampling process to have better segmentation results.* We have noticed that
several breast cancer segmentation studies applied image resizing from 512x512 pixels to 40x40 pixels, presumably
due to the limited number of training samples.®!! Therefore, We also resized the images to 40x40 pixels and
assigned two layers of downsampling and upsampling. The U-net model was implemented using Keras and
TensorFlow backend on a DGX station with a V100 GPU.

3.3 Performance Measure

We used the Dice coefficient (DC) as a measure of the model’s performance.?> The DC measures how well
the model segmented the input image compared to the ground truth image manually segmented by experienced
radiologists. The formula is shown below in Equation (1). For this study, a in the equation represents the number
of elements in the predicted output of the model while b represents the number of elements in the ground truth.
The U-net model architecture and performance measure applied to the study is illustrated in Figure 1
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3.4 Study Design

Due to the limited number of training samples, we applied image augmentation with flip, rotate, shift, shear,
and zoom. We also applied 10-fold cross-validation (CV) tests for the evaluation of the U-net model for mass
segmentation. We divided the data into 10 segments and conducted 10 iterations of training and validation.
CV tests are conducted so that in each iteration, a different segment of the data is used for validation while
the remaining 9 segments are used for training.? The 10-fold CV and data augmentation are both standard
practices of model training and evaluation to prevent overfitting of the data during training when the dataset is
limited.
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Figure 1: The U-net architecture employed in this study. We reduced the size of the ROI from 512x512 to
40x40, applied the U-net model to determine the contour, and compared the predicted output with the reviewer-
annotated ground truth. Performance measure is with the Dice coefficient.
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3.5 Evaluation

In addition to obtaining the average DC for all ROIs, we performed further investigation of mass segmentation
with respect to breast density and lesion behavior. Breast density is determined by the amount of stromal tissue,
epithelial tissue, and fat found in the breast.?” A high breast density level means that more stromal and epithelial
tissue is present. We used the breast density ratings of 1 through 4 reported by the INbreast dataset, with 1 being
the least dense and 4 being the most dense. For lesion behavior, Breast Imaging Reporting and Data System
(BI-RADS) ratings of 2, 3, 4a, 4b, 4c, 5, and 6 were used.?® A BI-RADS rating of 2 is typically benign, and
ratings 4a-6 indicate differing chances of malignancy with rating 6 being a histologically confirmed malignancy.?®
However, the 63 ROIs used in the study only contained images with density levels of 1-3 and BI-RADS ratings
of 2, 3, 4a, 4c, 5, and 6. The average DC was found for each breast density level and BI-RADS score present in
the ROIs used for this study. Logistic regression was performed to determine if the average DCs were dependent
on breast density and lesion behavior. Analysis of variance was performed to find the significance of the average
DCs with regards to breast density and lesion behavior and to calculate the 95% confidence interval (CI). The
logistic regression and analysis of variance are conducted with the glm function in R.

4. RESULTS

Based on the 10-fold CV, the average DC was 0.80, which is comparable to plain U-net implementations reported
by other studies.?" 3! We performed a further analysis with respect to breast density, listed in Table 1. The table
shows that the segmentation performance of a dense breast is lower than that of a fatty breast, but there was
not a significant performance difference. Table 1 also lists the average DCs with respect to BI-RADS ratings.
We observed a significant difference between DCs for BI-RADS ratings 2 and 4C and for BI-RADS ratings 2 and
5. These results suggest that the model’s segmentation performance is higher for malignant tumors than benign
ones. Average DCs and their confidence intervals are illustrated in Figure 2.



BIRADS # cases Average DC
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Densfly  cases Average DO_ 50 o (0T
1 30 0.80 (0.73-0.88) da 6 0:80 (0:61—0:99)
2 17 0.84 (0.71-0.96) de 7 0.88* (0.70-1.05)
3 16 0.74 (0.62—0.87) 5 93 0.96* (0.73_0.9%
6 6 0.75 (0.56-0.94)

Table 1: Average DCs with respect to breast density levels and BI-RADS ratings of the mammographic images.
Significant performance differences are shown by marking the corresponding DCs with an asterisk.
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Figure 2: Plot of the average DCs and their 95% confidence intervals with respect to (a) breast density and (b)
BI-RADS rating of the mammographic images.

5. DISCUSSION

In this study, we reviewed the latest DL-based image segmentation model called U-net, implemented the model
on the popular DL software packages, and performed evaluation studies with masses on digital mammography.
DCs were applied for the segmentation performance measure. We used data augmentation and designed a 10-fold
CV to avoid overfitting with the limited sample size.

One previous study by de Moor et al. was similar to this study except with free receiver operating character-
istic (FROC) analysis as the performance measure and showed promising results.*? Another study by Zeiser et
al. tested the segmentation performance of six models derived from U-net to digital mammography and resulted
in a DC of 0.79 for the best performing model.??

Based on the DC values with respect to breast density, we observed that the segmentation performance
became lower for dense breasts, meaning that the segmentation of breast abnormalities from the images with
more dense tissue becomes difficult. The difference between DCs with regards to breast density levels however
was not significant. On the contrary, the model performed better with malignant tumors than the benign ones,
suggesting that the subtle boundaries and low intensity of benign tumors made them more difficult to segment.
However, we were unable to see significance in many cases, and we are not certain if this is due to the limited
number of training samples.

For future studies, different U-net models, such as conditional residual U-net? and attention dense-U-net,*
can be tested on whether their segmentation performance differs with regards to breast density and lesion
behavior. More samples can be obtained for a larger dataset. Well performing U-net models could also be found
for each step of density level detection, mass segmentation, and lesion behavior diagnosis. The different U-net
models can be tested on the accuracy of assessing breast density levels or BI-RADS ratings in addition to mass



segmentation performance by comparing predicted assessments to the manually labeled ratings reported in the
INbreast dataset.
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